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ABSTRACT:  The problem of fraudulent recruitment is a significant problem with the internet job 

market. others engage in this practice when they make an effort to deceive others who are looking for work 

by presenting them with phony job offers and money transactions. With the help of deep learning 

algorithms, our research intends to put an end to these fraudulent practices by evaluating job advertisements, 

emails, and application procedures. Through the utilization of Natural Language Processing (NLP) in 

conjunction with more sophisticated models like LSTM and BERT, the system is able to identify 

irregularities and alert users to the possibility of being taken advantage of. The findings indicate that 

solutions that are powered by artificial intelligence have the potential to lessen the risks that are associated 

with the recruitment process, protect job seekers, and preserve the integrity of online applicant tracking 

systems. 
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1. INTRODUCTION 

In recent years, significant transformations have occurred in job search methodologies. Employers may 

locate skilled individuals regardless of their location, and job seekers can effortlessly submit their 

applications from any part of the globe. Due to digital transformation, job searching has become 

significantly more efficient and expedited. Nonetheless, internet hiring fraud exemplifies a novel 

manifestation of the illicit activities it has facilitated. Fraudsters exploit the internet to target job seekers by 

placing advertisements for fictitious positions, orchestrating counterfeit interviews, and disseminating 

misleading information. Many individuals engage in unlawful activities, are accused of offenses they did not 

commit, or inadvertently disclose personal information. This escalating concern is not solely individual; it 

also undermines the credibility of online recruitment methods.  

Identifying recruitment frauds is becoming increasingly difficult. Conventional approaches, such as rule-

based systems and human supervision, are inadequate for detecting complex and dynamic techniques. 

Fraudsters adeptly manipulate systems to render their activity appear legitimate. Consequently, there is a 

pronounced demand for more intelligent and automated solutions. Deep learning has excelled at identifying 

patterns across various domains, including finance, healthcare, and cybersecurity. Due to its ability to 

continuously analyze and modify vast quantities of data, it serves as a formidable adversary in combating 

online job fraud.  

Deep learning systems can be trained to identify fraudulent job advertisements, deceptive communications, 

and counterfeit company profiles. Extensive text can be examined by sophisticated AI models like as 

Convolutional Neural Networks (CNNs), Long Short-Term Memory (LSTM) networks, and Bidirectional 

Encoder Representations from Transformers (BERT). These models can identify problematic elements that 

may elude human judges. Natural Language Processing (NLP) enables computers to detect indicators of 

deception with high precision by comprehending the nuances of language.  
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The most advantageous aspect of deep learning is its capacity for self-improvement over time. AI-driven 

fraud detection systems enable you to consistently outpace criminals as they adapt their methods. 

Implementing these strategies in company recruitment, social networking platforms, and job marketplaces 

will significantly hinder fraudsters' ability to secure employment. These tools safeguard job seekers from 

fraud and reduce human errors, benefiting recruitment teams. Moreover, they accelerate initiatives to 

identify frauds.  

Artificial intelligence has the potential to transform online job administration; nonetheless, the proliferation 

of advertising fraud remains a significant issue that requires resolution. Deep learning-based fraud detection 

enhances the safety and reliability of digital employment. The internet fulfills its potential by facilitating a 

secure online job search, alleviating concerns regarding scammers.  

Due to the ever-evolving nature of hacking, digital recruitment tactics must remain secure. Cybersecurity 

and artificial intelligence must collaborate to achieve this. Provided that appropriate tools are accessible, 

online recruitment is a dependable and efficient method for aligning suitable individuals with available 

positions. Artificial intelligence transcends mere utility; it safeguards the future of internet employment 

opportunities. 

 

2. REVIEW OF LITERATURE 

Zhang, Y., Wang, D., Zhang, X., & Qi, L. (2020). A machine learning approach for finding fake job ads on 

internet advertising platforms is described in this paper. An extensive collection of real and fake job ads is 

put together, and important details like job categories, company profiles, and job names are carefully 

examined. Some of the machine learning models that are trained and tested are decision trees, random 

forests, and support vector machines. A lot of algorithms, especially ensemble approaches, were found to be 

useful and effective for finding fake job ads. The research stresses how important feature selection is for 

improving the ability to identify. It is very careful to look at both false positives and fake negatives. 

Applications for job boards and developers are part of the probe. Putting these technologies together can 

make users safer and more confident. The authors suggest more research that could be done to make 

detection systems more reliable and scalable.  

Singh, A., & Bansal, A. (2020). With a deep learning method based on Natural Language Processing (NLP), 

the goal of this research is to find fake job ads. The software can spot fake material by looking at the 

linguistic and semantic structure of job descriptions. For feature extraction and classification, deep neural 

networks, especially LSTMs, and word embeddings are used. Real datasets from job boards are used in the 

program for both training and testing. There is more accuracy in the proposed model than in most machine 

learning methods. It talks about the problems that come up when data isn't consistent and the complicated 

differences between real and fake ads. The writers also look at a number of different baseline models. 

According to the results, adding AI to tools for hiring people is a good idea. It is emphasized in the piece 

how important automation is for quickly finding fraud.  

Shen, C., Li, C., & Li, X. (2020). The paper describes a bidirectional LSTM (Bi-LSTM) model that is meant 

to find dishonest ways of hiring people. Bi-LSTM is different from other models because it looks at the 

whole text by looking at how words relate to each other in both ways. The system is taught by showing it 

both real and fake job ads, with a focus on keywords and textual coherence. Experiments have shown that 

they are better than both one-way and standard models. The authors talk about the problems that come up 

when trying to improve models and get data ready. This method successfully finds patterns of theft that 

simpler algorithms often miss. It is looked at how this method can be used in real-time detection systems. 
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The research has made it safer to work online. In addition, it talks about how natural language processing 

might be used in the future to find cases of lying.  

Jain, A., & Singh, S. (2020). Machine learning is used by this tool to find phishing websites. The research 

uses many things, like URLs, domain registration information, and HTML text, to tell the difference 

between real and fake websites. Random Forest, Naïve Bayes, and Support Vector Machines can all be 

trained with labeled datasets. The outcomes show that these models, especially the ensemble methods, are 

very good at finding fake websites with few false hits. The writers stress how important real-time detection 

methods are. Figuring out how important a trait is helps you find the ones that make the most accurate 

predictions. The research can be used in the real world by putting security measures in places where people 

connect to the internet. Spoofing attacks are less likely to happen when ways are automated. Deep learning 

and real-time distribution may be combined in the future.  

Alzubaidi, L., et al. (2021). This essay carefully looks at deep learning ideas, with a focus on Convolutional 

Neural Networks (CNNs). This looks at how CNN designs have changed over time and what they mean in 

areas like image recognition, cybersecurity, and healthcare. The research brings up important problems like 

not having enough data, high processing costs, and too much fitting. AlexNet, VGGNet, and ResNet are the 

convolutional neural network models that are being looked at. The ways that deep learning can be used to 

manage large datasets are carefully looked at. There is a thorough analysis of the pros and cons of current 

paradigms by the authors. It's interesting to look at mixed models and unsupervised learning. This review 

may be useful for both new and experienced students as a starting point. It shows that deep learning is being 

used more and more to solve problems in the real world.  

Dharmadhikari, P., Ingle, P., & Deshmukh, P. (2021). This chapter looks at how deep learning can be used 

in modern cyber threat intelligence. It explains how neural networks can be used on large amounts of 

network data to find trends, oddities, and predict intrusions. The writers look at deep learning techniques 

like CNNs, RNNs, and autoencoders in terms of finding hazards. Real-life examples of how the theory can 

be used are shown in empirical case studies. In addition to traditional cybersecurity methods, it talks about 

how threat intelligence can be used. Data safety, adversarial threats, and model interpretability are some of 

the most important things to think about. This chapter stresses how important it is to discover things in real 

time and keep changing models. It lays out rules for making computer security systems that are strong and 

adaptable. The results will have a big effect on people who work with AI and safety.  

Singh, A., & Bansal, A. (2021). Natural language processing (NLP) and previous research are used in this 

work to improve a deep learning model for finding fake job ads. Feature engineering methods used by 

writers are improved by contextual word embeddings like GloVe and Word2Vec. LSTM layers are added to 

the model design to help it understand what comes next. Oversampling methods are used to fix problems 

with data and improve the results of training. The updated model works well with all datasets and is better 

than the ones that came before it. Evaluation measures that show how reliable the system is are the F1 score, 

recall, and precision. A thorough mistake analysis shows the problems that come up when trying to stop 

small frauds. The research says that this technology should be used on job sites to screen people in real time. 

According to the results, using AI to find fraud in employment is still a good idea. It offers new ways to 

make progress in the field of natural language processing.  

Verma, A., & Kumar, A. (2022). Long Short-Term Memory (LSTM) networks and Convolutional Neural 

Networks (CNN) are combined in this research to create a mixed deep learning model that can spot fake job 

ads on the internet. The program finds fraud by putting together sequential data from job postings and details 

about the area. There is a collection of real and fake job ads that have already been looked over and used for 



  
   Volume 15, Issue-2 

July, 2025, P04 
International Journal of Advanced Research & Innovations           ISSN: 2319-9253  
    

 

34 

  
Paper Available at: https://advancedresearchjournal.com/ 
DOI: https://doi.org/10.5281/zenodo.16870201 
 

 

teaching and testing. The hybrid system is more accurate and stable than CNN and LSTM models that work 

on their own. Precision and recall, two important success measures, are looked at in detail. The research 

used resampling techniques to fix the problem with the data. Based on the data, it looks like the model can 

spot ads that aren't real. The writers want the system to be able to connect to job boards so that applications 

can be sent in real time. In addition, they support the use of focus techniques to help people be successful in 

the future.  

Alshamrani, A. (2022). In this research, a complete deep learning method for finding fake job ads is 

described. A deep neural network design is used by the model to look at textual and metadata data and tell 

the difference between real and fake messages. The question brings up how useful word embeddings are for 

vectorization, getting datasets ready, and making features more consistent. A lot of studies have shown that 

they are very accurate and have very low rates of fake positives. Deep learning is better than traditional 

machine learning models at what it does. The program is always learning and changing to keep up with new 

scam patterns. A job portal has been built into the layout. The author talks about the problems that come 

with real implementation. At the end of the paper, suggestions are made for how to make it easier to 

understand and use.  

Islam, M. R., & Rahman, M. M. (2023). This research suggests a CNN-BiLSTM model for finding 

strategies for hiring people online. CNN uses text data to find local features, while BiLSTM finds 

relationships that last a long time. The computer system learns from a carefully chosen set of real and fake 

job ads. The results show that the hybrid model is more accurate and has a higher F1-score than the different 

models. To avoid overfitting, batch normalization and dropout layers are used. The research also looks at 

how easy it is to understand the model's findings. There is an easy change that can be made to the suggested 

way for interacting with real-time apps. It makes the rules about protecting people who work from home 

stronger. Soon, things will get better thanks to combative training and language help.  

Saini, R., & Sharma, A. (2023). This piece talks about a deep neural network that is based on attention 

mechanisms and is meant to help with job programs. Attention layers are used to find certain words and 

phrases that are linked to fake posts. An embedding layer, LSTM units, and a dense attention system make 

up the design. To make sure there is enough class representation, a named dataset is used for both training 

and testing. The test results show that the sorting feature works very well, especially for finding complicated 

fraud situations. The attention process makes unclear patterns clear, which makes understanding easier. The 

system is designed to work with job boards so that tracking can happen in real time. The writers look at how 

important it is to use AI in an ethical way and the privacy issues that come with it. The upcoming research 

will mostly be about dynamic updates and finding fraud in more than one language.  

Kumar, R., & Gupta, S. (2024). Researchers are looking into Generative Adversarial Networks (GANs) to 

see how well they work at finding fake job posts. It uses a GAN architecture, which lets a discriminator tell 

the difference between real posts and material that was made by a generator. Through training on the 

battlefield, the program gets better at finding subtle signs of lying. Within both parts, information is given 

about the article's text and structure. Experiments show that the GAN-based method is better than traditional 

deep learning models at finding patterns that weren't there before. To get around the problem of data that 

isn't properly labeled, the writers use fake samples that were made by a GAN. Using technology in the best 

way possible is through proactive tracking. The effects of safe hiring practices are being thought about right 

now. Adaptive scam spotting has come a long way thanks to reinforcement learning.  

Mehta, P., & Reddy, C. K. (2024). To find and describe dishonesty in online recruitment, this research uses 

transformer-based designs, especially BERT and RoBERTa. Using unique contextual meanings in these 
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models makes them better at finding fraud. A balanced dataset with different textual features is used to teach 

an advanced transformer. The writers look at CNN, LSTM, and mixed models all at the same time. The 

results show that transformer models are good at handling the complicated details of language used in trick 

messages. It is important to use measures like precision, recall, and AUC in the research to get a full picture. 

Heatmaps are part of the design to help people understand better. This plan works for cloud-based tools for 

hiring people. The main points of the research are the advantages of transfer learning and how it can be used 

on a large scale.  

Patel, N., & Joshi, M. (2024). This piece looks at how hiring people online affects cybersecurity, with a 

focus on how deep learning can be used to stop fraud. To find fake job posts, a multilayer neural network 

looks at the language and behavior of the ads. Data from different job boards are used to train the model. 

Natural language processing methods are used in the technology to make it safer and find scams. The writers 

look at security systems and make attacks that can break them. There are real-life examples that show how 

the method can be used. Protecting user privacy and making sure data protection are the main goals. Safety 

and technology for human capital are both part of the effort. Blockchain integration will be used in future 

projects to make tracking go more smoothly.  

Das, T., & Prakash, A. (2024). This research shows how to use BERT to create a classification system that 

can spot fake job ads on hiring websites. Utilizing BERT's environmental embedding features, the model 

finds wrong language patterns. You can fine-tune your model by using a labeled collection of job ads that 

has many signs of fraud. The system is being used to compare different machine learning methods and 

LSTMs. The figures are very accurate and easy to remember. Attention representation techniques are used to 

help people understand better in the research. It works well with real-time job markets that are accessible 

through apps. The paper talks about what transformer models can do in safe NLP situations. It looks at the 

limitations and possible paths for the future, such as multilingual detection.  

Sharma, V., & Roy, S. (2024). This paper suggests using a multi-tiered deep neural network to help stop 

advertising fraud on online job boards. The method uses a lot of thick and dropout layers to make sure that 

the feature extraction and generalization are done correctly. The system is taught with both real and fake job 

ads. This approach works very well at finding both linguistic and psychological signs of lying. The 

evaluation measures are very precise and accurate, and they have very low rates of false positives. Because 

the model is set up in a hierarchy, it can be changed to fit new fraud plans. The test looks at how the system 

is set up and how it works with other job boards. There are worries about user privacy and moral problems 

in the conversation. The writers suggest that the method be expanded to find recruiters who are acting 

dishonestly. 

3. RELATED WORKS 

This section reviews multiple studies concerning the identification of online recruitment fraud (ORF). 

Moreover, the dataset employed in this research has been previously utilized. This research analyzes 

research on alleviating issues stemming from socioeconomic inequality.  

 Fraud Detection in Online Platforms: Research indicates that theft is increasingly prevalent in online 

employment forums. A variety of machine learning techniques have been analyzed due to the identification 

of fraudulent activity. Traditional models such as decision trees and random forests are notoriously 

ineffective at processing natural language input. 

Natural Language Processing for Fraud Detection: Natural language processing (NLP) techniques were 

employed to analyze the resumes and job postings. Historically, models such as BERT and its variants have 

been employed to extract features from textual data, specifically concentrating on linguistic patterns 
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indicative of deceitful conduct. The research indicates that these models can enhance the accuracy of fraud 

detection systems.  

ALBERT: The ALBERT model is a streamlined version of BERT and has garnered acclaim for its efficacy 

and efficiency in NLP applications. Research indicates that ALBERT utilizes fewer resources while 

attaining results that are comparable to or superior on many benchmark datasets. Its fine-grained nature 

makes it ideal for domain-specific tasks such as detecting employment fraud.  

Sentiment Analysis and Fraud Detection: Researchers have examined the efficacy of sentiment analysis in 

detecting fraudulent job advertisements. Researchers have identified a correlation between dishonesty and 

negative emotions by analyzing individuals' self-representation in their work titles. ALBERT provides mood 

analysis capabilities, incorporating context-aware embeddings.  

Anomaly Detection Techniques: Recent studies on employment anomalies have concentrated on 

uncovering unexpected trends in job postings or candidate behavior. Integrating ALBERT with other 

popular anomaly detection methodologies enhances the precision of fraud identification.  

User Behaviour Analysis: Researchers have demonstrated that monitoring user activity on job boards can 

aid in the detection of fraudulent operations. ALBERT may facilitate the construction of fraud prediction 

models by analyzing user behavior within the system, such the frequency of link clicks and application 

launches.  

Real-time Fraud Detection Systems: Numerous attempts have concentrated on creating real-time fraud 

detection systems utilizing machine learning. The integration of ALBERT into these systems will facilitate 

the identification of dubious job postings and applications. This will enhance trust in online job boards 

among individuals.  

Challenges and Future Directions: Despite progress, updating NLP models to detect fraud remains 

challenging.  

Essential subjects including data asymmetry, innovative fraud strategies, and the comprehensibility of model 

outcomes necessitate further investigation. Certain problems can be addressed more effectively by 

leveraging ALBERT's efficiency. 

 

4. DESIGN AND IMPLEMENTATION 

 
FIGURE 1: System Architecture 
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I meticulously delineated the steps necessary for identifying Online Recruitment Fraud (ORF) through the 

use of flowcharts, block diagrams, Deep Learning algorithms, and design components. Framework and 

System Elements The system's architecture comprises multiple tiers, encompassing data acquisition, 

processing, modeling, and user interfaces.  

Data collection and preprocessing: This session will involve pre-processing chores such as data cleansing, 

imputation of missing values, removal of extraneous information, and standardization of column names to 

ensure uniformity and clarity prior to integrating job listings from diverse sources. The data will be prepared 

for model training at the completion of all necessary preparations.  

Model Training and Evaluation: This module will be incorporated to enhance the ALBERT model for the 

classification of employment advertisements. Key performance measures, including accuracy, precision, 

recall, and F1-score, will be utilized to evaluate the model's efficacy in distinguishing between legitimate 

and fraudulent job listings.  

Real-Time Classification and User Interface: This module will analyze job adverts in real time. New job 

posts will be classified under the ALBERT model. Publish job advertisements for categorization and 

examine the outcomes with an intuitive online interface made with Flask. To ensure security, the interface 

will monitor user IDs and sessions.  

Frontend: The interactive, user-friendly interface will be valued by both administrators and clients. This 

facilitates the swift initiation of the program.  

Backend: Role-based access and server-side authentication are regulated through the use of JWT (JSON 

Web Token).  

Database (sqlite3): SQLite3 excels in "Online Recruitment Fraud Detection" answers due to its flexibility, 

lightweight nature, and user-friendliness. It is ideal for many applications owing to its interoperability with 

user data, job postings, application records, SQL, and machine learning. 

 

 

5. RESULTS AND DISCUSSIONS 

 
FIGURE 1: HOME PAGE 
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FIGURE 2: SIGN UP PAGE 

 
FIGURE 3: SIGN IN PAGE 

 
FIGURE 4: ALBERT PREDICTION PAGE 

 

6. CONCLUSION 

In conclusion, the growing prevalence of online recruitment fraud necessitates the adoption of advanced, 

intelligent solutions capable of addressing the limitations of traditional detection methods. Deep learning 

algorithms, with their powerful pattern recognition and natural language understanding capabilities, offer a 

transformative approach to identifying and exposing fraudulent job postings and communications. By 

analyzing vast datasets and learning from both structured and unstructured data, these models can effectively 

detect subtle indicators of deception, helping to protect job seekers from financial loss, identity theft, and 

emotional distress. As the landscape of cybercrime continues to evolve, it is imperative for recruitment 

platforms and organizations to invest in AI-driven security measures. The integration of deep learning 

models into recruitment systems not only enhances fraud detection but also contributes to maintaining the 
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integrity and reliability of online hiring processes. Going forward, continuous refinement of these models, 

along with collaboration between technologists and HR professionals, will be essential in building resilient, 

fraud-resistant recruitment ecosystems that prioritize user safety and trust. 
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